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B.TECH/IT/4TH SEM/INFO 2203(BACKLOG)/2021 
 

INFORMATION THEORY & CODING  
(INFO 2203) 

 

Time Allotted : 3 hrs                 Full Marks : 70 
 

Figures out of the right margin indicate full marks. 
 

Candidates are required to answer Group A and 
any 5 (five) from Group B to E, taking at least one from each group. 

 

Candidates are required to give answer in their own words as far as practicable. 
 

Group – A 
(Multiple Choice Type Questions) 

 

1.  Choose the correct alternative for the following:       10 × 1 = 10 
 

(i) When the base of the logarithm is 2, then the unit of measure of information is 
(a) Bits                (b) Bytes         
(c) Nats              (d) None of the mentioned 
 

(ii) Channel capacity is exactly equal to – 
  (a) bandwidth of demand     (b) Amount of information per second 
  (c) Noise rate in the demand   (d) None of the above 
 

(iii) Which of the following is not a weighted code ? 
(a) Decimal Number system   (b) Excess 3-code 
(c) Binary number System   (d) None of these 
 

(iv)  The capacity of a binary symmetric channel, given H(P) is binary entropy function is 
(a) 1 - H(P)   (b) H(P) - 1  (c) 1 - H(P)2   (d) H(P)2 - 1 
  

(v) Which of the following code is a class of non-binary BCH? 
(a) Hamming code          (b) Hadamard code        
(c) Golay code          (d) Reed Solomon codes 
 

(vi) Information rate is defined as 
(a) Information per unit time 
(b) Average number of bits of information per second 
(c) rH 
(d) All of the above 
 

(vii) The memory less source refers to 
(a) No previous information    
(b) No message storage 
(c) Emitted message is independent of previous message 
(d) None of the above 
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(viii) Entropy of a random variable is 
(a) 0                          (b) 1                           
(c) Infinite                               (d) Cannot be determined 
 

(ix) The expected information contained in a message is called 
(a) Entropy              (b) Efficiency        
(c) Coded signal           (d) None of the above 
 

(x) For BCH code if the received vector and the computed vector are r(x) and e(x) 
respectively, then the error free code vector is_______. 
(a) r(x) *e(x)                    (b)  r(x)/e(x)                 
(c) r(x) + e(x)                    (d) None of these 
 

Group – B 
 
2.  A discrete source emits one of five symbols once every milliseconds with probabilities 

P(X1) = 1/2, P(X2) = 1/4 , P(X3) = 1/8 , P(X4) = 1/16 , P(X5) = 1/16 . Construct binary 
code using Huffman encoding and find its efficiency and redundancy. 

12 
 
3.  (a)  Find the rate of information transmission for the channel shown in fig. 1. It is 

given that P(x1)=0.5 and P(x2)=0.5. Assuming rs=10000 sym/s. 
 
 
 
 
 
 

 
Fig. 1 

 

(b)  Show that H(x,y)=H(x|y)+H(y)=H(y|x)+H(x)  
   6 + 6 = 12 

 

Group – C 
 
4.  Write short notes on :(Any Two) 

(i)  Hamming Code 
(ii)  CRC 
(iii)  Block Code. 

 (6 + 6) = 12 
 
5.  (a)  Divisor polynomial of CRC is x3+x+1. Find out the sent code-word of message 1 0 

1 1 0 1 0 1. 
 

(b)   Find out the position of error bit of received message 1 1 0 1 0 1 1 0 1 0 0 0 1 
using Hamming Code. 

 6 + 6 = 12 
  

X1 

X2 

3/4 

Y2 

Y3 

Y1 

1/4 

1/2 

1/2 



B.TECH/IT/4TH SEM/INFO 2203(BACKLOG)/2021 

INFO 2203       3 

 

Group – D 
 
6.  (a)  Construct the field GF(25) for the given polynomial p(x) = x5 + x2 + 1 . 

 

(b)   Find (a) α5 + α12+ α14  +1 (b) α3 + α7 + 1 (c) α11 + α13   in GF(24).    
 

(c)  Show that α5 is a primitive element of GF(23).      
 3 + 6 + 3 = 12 

 
7.  Write short notes on :(Any Two) 

i) Minimal Polynomial 
ii) Generator Polynomial 
iii) Galois Field. 

  (6 + 6) = 12 
 

Group – E 
 
8.  A rate 1/3 convolutional coder with consistent length of ‘3’ uses for generating vectors 

g1=(1 1 0), g2=(1 0 1) and g3=(1 0 1) 
i) Sketch the encoder configuration. 
ii) Draw the code tree (up to three levels), state diagram and Trellis diagram. 
iii) If input message sequence is 10101, determine the output sequence of the encoder. 

2 + (4 + 2 + 2) + 2 = 12 
 
9.  Write short notes on following:(Any Two) 

i) Trellis diagram 
ii) Code Tree 
iii) Viterbi algorithm. 

(6 + 6) = 12 
   
 

Department & 
Section 

Submission Link 

IT 
https://classroom.google.com/c/MzY4OTIyNDgxOTY2/a/MzcxNjU2MzE1OTEw/details 

 

 


