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Abstract—The paper aims to visualize the performance of binary search algorithm in the worst case 

scenario in a personal computer (laptop) using spline interpolation curve fitting. The researchers 

have chosen Linux operating system and OpenJDK runtime environment for simulating the binary 

search algorithm in the worst case and have run the java code of binary search for data size one 

thousand to twenty thousand with an interval of five hundred. For each data size one thousand 

observations have been noted. To eliminate and/or minimize the effect of outliers (if any) from the 

observations for each data size three different approaches have been employed in this paper. These 

approaches are (i) calculation of mean execution time for each data size, (ii) identifying the largest 

cluster of execution time for each data size by using Two-step clustering and finding the mean value 

of the largest cluster for each data size and (iii) identifying the center of the largest cluster of 

execution time for each data size by using K-means clustering where K = 2. At the end, three 

different spline interpolation curves have been obtained for each of these three cases and we observe 

that all of them display different patterns.     
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I. INTRODUCTION 

 From our early days, we use visualization to communicate our ideas with others. It is one of 

the most effective ways of communication. In this form of communication, we use images to 

communicate our ideas in a very subtle way. In many areas e.g. science, education, engineering 

visualization have a lot of applications [1]. The data visualization is the pictorial or graphical 

representation of data. The data visualization is described as the effort to understand the significance 

of data by placing it in a visual context [2]. According to Bostock (2014), the algorithm 

visualizations are very unusual; the designers experiment with novel forms for better communication 

and this is enough reason to study them [3]. In the present study, the researchers have tried to 

visualize the performance of binary search algorithm in the worst case scenario in a personal 

computer (laptop) using spline interpolation curve.  

 

II. RELATED WORK 

The related works pointed out that the analysis of binary search algorithm had been 

conducted by the researchers in many ways. The researchers had carried out (i) comparative analysis 

between linear search and binary search [4],[5],[6],[7], (ii) comparative analysis between linear 

search, binary search and interpolation search [12] and (iii) comparative analysis between the 

execution times of binary search on two personal computers [8]. Polynomial curves were fitted to the 

execution times of binary search in the worst case in a personal computer for different data sizes to 

analyze the binary search algorithm [10]. Curve estimation techniques were employed for 

visualization of the performance of binary search [11]. At the same time, modified binary search 

algorithm [9] had also been proposed by some researchers. 
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III. OBJECTIVES OF THE STUDY 

To visualize the performance of binary search in the worst case in a personal computer 

(laptop) using Spline interpolation curve fitting.  

 

IV. METHODOLOGY 

The experimental dataset had been generated by running the java code of binary search 

algorithm in the worst case scenario for different data sizes (starting from data size = 1000 to data 

size = 20000 with an interval of 500) in a personal computer (laptop) having hardware configuration 

of Intel(R) Core(TM)2 Duo CPU T5870 @2.00 GHz. For each data size the researchers had 

collected one thousand (1000) observations and altogether thirty nine thousand (39000) observations 

had been noted (1000 for each data size * 39 data sizes). The entire experiment had been conducted 

on Ubuntu 12.04.4 LTS (Linux) operating system and OpenJDK runtime environment having Java 

version 1.6.0_36. The observed execution times of binary search in worst case scenario were in 

nano-seconds. The researchers had calculated mean execution time (M1) of binary search in the 

worst case for each data size. Two-Step clustering algorithm and K-means clustering algorithm 

(where k = 2) were also employed in this research work to identify the largest cluster for each data 

size. The (i) mean value (M2) of the largest cluster (using Two-Step clustering) for each data size 

and (ii) cluster center (M3) of the largest cluster (using K-means clustering, where k = 2) for each 

data size had been noted. Three (3) different scatter plots had been generated which were as follows: 

M1 versus data size, M2 versus data size and M3 versus data size. Three (3) spline interpolation 

curves were drawn passing through the following datasets: M1 versus data size, M2 versus data size 

and M3 versus data size. SPSS version 20 software had been used for data analysis and spline 

interpolation curve fitting.   

 

V. DATA ANALYSIS & FINDINGS 

The spline interpolation curve of M1 versus the data size is given below: 

 
Figure 1. Spline interpolation curve of M1 versus data size for Binary Search in the worst case 
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In the above figure, the dark red circles represent the data points and the dark red curve 

represents the spline interpolation curve of M1 versus data size for binary search in the worst case. It 

has been observed from the above figure (Figure 1) that majority of the data points (32 data points) 

lies between one thousand one hundred seventy five (1175) nano-seconds to one thousand two 

hundred fifty (1250) nano-seconds. The figure shows a non linear trend. It has been observed that 

only one (1) point (for data size 2000) is showing relatively low value in comparison with other 

values. 

 

The spline interpolation curve of M2 versus the data size is given below: 

 
Figure 2. Spline interpolation curve of M2 versus data size for Binary Search in the worst case 

 

In the above figure, the dark blue circles represent the data points and the dark blue curve 

represents the spline interpolation curve of M2 versus data size for binary search in the worst case. It 

has been observed from the above figure (Figure 2) that majority of the data points (32 data points) 

lies between one thousand one hundred twenty five (1125) nano-seconds to one thousand one 

hundred seventy five (1175) nano-seconds. The figure shows a non linear trend. It has been also 

observed that two (2) data points (for data size 1000 and 2000) are displaying relatively very low 

values in comparison with other values. 

 

The spline interpolation curve of M3 versus the data size is given below:  
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Figure 3. Spline interpolation curve of M3 versus data size for Binary Search in the worst case 

 

In the above figure, the dark green circles represent the data points and the dark green curve 

represents the spline interpolation curve of M3 versus data size for binary search in the worst case. It 

has been observed from the above figure (Figure 3) that majority of the data points (29 data points) 

lies between one thousand one hundred twenty five (1125) nano-seconds to one thousand two 

hundred twenty five (1225) nano-seconds. The figure shows a non linear trend. It has been observed 

that six (6) data points (for data size 1500, 2000, 2500, 3000, 3500 and 4000) are displaying 

relatively low values in comparison with other values. 

 

VI. CONCLUSION 

The main objective of this paper is to visualize the performance of the binary search in the 

worst case generated by simulating the binary search algorithm in a personal computer (laptop). For 

achieving this objective the researchers have used several techniques which are as follows: (i) data 

generation, (ii) mean value calculation for each data size and (iii) drawing spline interpolation curve 

passing through the data points. The data has been generated by running java code of binary search 

in the worst case scenario and noting down the execution time of the said code in nano-seconds for 

different data sizes (1000 to 20000 with an interval of 500). For each data size we have noted one 

thousand (1000) execution times. In this paper, the researchers have used three (3) different 

techniques to eliminate and/or minimize the effect of outliers (if any) from the observations of the 

execution time for each data size. The first technique used by the researchers is finding mean value 

of the execution time (mean value of 1000 observations) for each data size. The second technique is 

finding mean value of the largest cluster of execution time for each data size by using Two-step 

clustering algorithm and the last one is finding cluster center of the largest cluster of execution time 

for each data size by using K-means clustering algorithm where k = 2. At the end, three (3) spline 

interpolation curves are obtained for these three (3) data sets. From these curves we observe that all 

the three (3) curves are showing different patterns. Therefore, it may be concluded that if we try to 

find mathematical equations of these data points we are sure to get different results. This entire 

research work throws some open questions to us e.g. what will be the mathematical equations of the 
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best curves that can be fitted to these three datasets, will all of them lies in the same mathematical 

family, what will be goodness of fit statistics of the best fit curves, can we effectively reduce the 

range of y axis by using K-means algorithm and increasing the value of k. Finding answers to these 

questions will certainly remain our future scope.   
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