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Abstract—The present work attempts to perform a visual analysis of the performance of Bubble sort 

in the worst case in a personal computer (laptop). The said algorithm is implemented using R 

programming language and the run time of the Bubble sort in the worst case for the data size under 

study have been recorded. For the purpose of the study, 100 observations for each data size are 

recorded. For each data size, the researchers have calculated four measures namely minimum time, 

maximum time, average time and median time. These four measures are visualized using scatter 

plots and line charts and they are also visually compared with quadratic curves. It has been observed 

that the performances of Bubble sort in all the four cases are approximately similar and 

approximately follows the quadratic curves.     
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I. INTRODUCTION 

 In general, the performance analysis of any algorithm can be done either by calculating the 

space complexity of the algorithm or by calculating the time complexity of that algorithm. We know 

that the Bubble sort is one of the simplest sorting algorithms. In the present study, the researchers 

have done the performance visualization of Bubble sort in the worst case. Here, the researchers have 

taken the run time of the algorithm as the performance measure. In the present day, the field of data 

visualization has gained tremendous importance. In this work, the researchers have used data 

visualization techniques for the empirical analysis of Bubble sort algorithm in the worst case and the 

Bubble sort algorithm has been implemented using R programming language. 

 

II. RELATED WORK 

While going through the literatures on the Bubble sort algorithm, we have seen that the recent works 

on the said algorithm can be classified into some broad categories, some of which are as follows: (a) 

History and origin of Bubble sort, (b) Enhancement of Bubble sort or new variants of Bubble sort 

and (c) Comparison of sorting algorithms.  

 

(a) History and origin of Bubble sort: Astrachan (2003) had traced the history of Bubble sort in his 

work which includes origins and performance [1].  

 

(b)  Enhancement of Bubble sort or new variants of Bubble sort: Khairullah (2013) had done 

enhancement of Bubble sort, Selection sort and Insertion sort [2]. Rohil & Manisha (2014) had 

proposed Run Time Bubble Sort algorithm and had compared the proposed algorithm with Bubble 

sort algorithm [3]. Appiah and Martey (2015) had proposed an enhancement of Bubble sort 

algorithm called Magnetic Bubble sort algorithm which performs better in cases of redundancies [4]. 

Mundra and Pal (2015) in their work had shown that the execution time of Bubble sort algorithm can 

be improved by using a new algorithm [5] 

 

(c)  Comparison of sorting algorithms: Al-Kharabsheh, AlTurani, AlTurani and Zanoon (2013) had 

compared the run time for Selection sort, Insertion sort, Merge sort, Quick sort, Bubble sort and 
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Grouping comparison sort using C++ [6]. Sareen (2013) had compared Bubble sort, Selection sort, 

Insertion sort, Merge sort and Quick sort on the basis of their run time using C sharp language [7]. 

Kocher and Agrawal (2014) had analysed the performances of different comparison based sorting 

algorithm including Bubble sort [8]. Alam and Chugh (2014) had compared Bubble sort, Insertion 

sort, Selection sort, Quick sort, Shell sort and Heap sort on the basis of number of comparisons, 

number of swap and time taken using C++ [9]. 

 

III. OBJECTIVES OF THE STUDY 

To visualize the performance (Data size versus Run time in seconds) of the Bubble sort algorithm 

implemented using R programming language in the worst case in a personal computer (laptop). 

To visually compare the performance (Data size versus Run time in seconds) of Bubble sort 

algorithm implemented using R programming language in the worst case in a personal computer 

(laptop) with quadratic curve. 

 

IV. METHODOLOGY 

Step 1: Implementation of Bubble Sort algorithm in R programming language 

 

Step 2: Observation of run time of Bubble sort in the worst case for data size one hundred (100) to 

two thousand (2000) with an interval of one hundred (100). One hundred observations will be 

recorded for each data size. The unit of time is second 

 

Step 3: Calculation of the (i) minimum, (ii) maximum, (iii) average and (iv) median values of run 

time of Bubble sort in the worst case for each data size i.e. from one hundred (100) to two thousand 

(2000) 

 

Step 4: Visualization of the performance of Bubble sort i.e. (i) Data size (x axis) versus Minimum 

value of run time (y axis), (ii) Data size (x axis) versus Maximum value of run time (y axis), (iii) 

Data size (x axis) versus Average value of run time (y axis) and (iv) Data size (x axis) versus Median 

value of run time (y axis) using simple scatter plots and line charts 

 

Step 5: Visual comparisons between the performance curves of Bubble sort and quadratic curves 

 

System Information: 
Processor: Intel(R) Core(TM) i7-4702MQ CPU @ 2.20 GHz 

RAM: 8.00 GB 

System type: 64-bit operating system, x64-based processor 

 

V. DATA ANALYSIS 

The scatter plots of the performances of Bubble sort in the worst case (Data size versus run time in 

seconds) are given below (Figure 1): 
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Figure 1. Scatter plots of the performances of the Bubble sort in the worst case  

 

The line charts of the performances of Bubble sort in the worst case (Data size versus run time in 

seconds) are given below (Figure 2): 

 

 
Figure 2. Line charts of the performances of the Bubble sort in the worst case 

 

The red, blue, green and black circles in the above two figures (Figure 1 and Figure 2) represent the 

minimum, maximum, average and median measures of the one hundred (100) observations of the run 
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time of Bubble sort in the worst case for each data size starting from one hundred (100) to two 

thousand (2000) with an interval of one hundred (100).  

 

The scatter plots of the performances of Bubble sort in the worst case (Data size versus run time in 

seconds) along with quadratic curves are given below (Figure 3): 

 

 
Figure 5. Scatter plots of the performances of the Bubble sort in the worst case along with quadratic curves 

 

The dark black curves in all the four cases i.e. Data size versus minimum time, Data size versus 

maximum time, Data size versus average time and Data size versus median time represent four (4) 

different quadratic curves. Each of these quadratic curves is obtained by taking the top most point of 

each graph as the starting point.  

 

VI. CONCLUSION 
In the present study, the main objectives of the researchers are (i) to visualize the performance of 

Bubble sort in the worst case scenario in a personal computer (laptop) where the said algorithm will 

be implemented using R programming language and (ii) to perform the visual comparative analysis 

of the performance of Bubble sort with the quadratic curve to understand and/or interpret the result. 

From the above two figures (Figure 1 and Figure 2) we observe that all the four types of measures 

(i.e. minimum, maximum, average and median) show almost identical shapes. When all these 

measures are plotted against quadratic curves, we observe that in all the four (4) cases the 

performance of Bubble sort in the worst case (implemented using R programming language in the 

personal computer under study) approximately follows the quadratic curve which is clearly evident 

from the Figure 3. In this study, we have not tried to find the best possible curve which can be fitted 

to the data points. The study is carried out only on one personal computer (laptop) and with a 

relatively small set of data. Therefore, at this point we cannot predict what will happen if the same 

experiment is carried on either large set of data or on different computers and getting suitable 

answers of these possibilities will be our future scope of work.  
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