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ABSTRACT
Aim: To visualize the performances of the Gnome sort in the worst case in three different personal computers and to identify 
through visual inspection whether the performances of the Gnome Sort in the worst case follows quadratic nature or not. 
Methodology: The Gnome sort algorithm is implemented using R. For the purpose of the study, the researchers have used 
three (3) different personal computers having different configurations. The entire experiment have been carried out for data size 
one hundred (100) to data size two thousand (2000) with an interval of one hundred (100). The performances (data size versus 
average run time in seconds) of Gnome sort algorithm in the worst case in all the three personal computers are visualized using 
scatter plots and quadratic curves. 
Results: The performances of Gnome sort in the worst case implemented using R in all the three personal computers under 
study shows similar patterns which are very close to quadratic curves. 
Conclusion: From the study using visual inspections, we may conclude that the performances of Gnome sort in the worst case 
in all the three (3) cases are approximately following quadratic nature.
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INTRODUCTION

One of the ways to measure the performance of any algo-
rithm is to measure the running time of that algorithm [1] and 
the performance measurement can be done either empirically 
or theoretically [1]. In the case of analysis of any algorithm 
empirically, one of the goals is to find out whether a par-
ticular algorithm is having a particular property [2]. Bostock 
(2014) had pointed out that in the case of algorithm visuali-
zation one has to rely on the existing logical rules and that is 
why this work becomes really interesting [3]. Stupid sort was 
first described by Hamid Sarbazi-Azad in 2000 [4][5]. Later 
Dick Grune called it Gnome sort [5].

Literature Review
The literature review revealed that the comparative study of 
different sorting algorithms which include Gnome sort also, 
were performed [6][7][8][9][10]. Demonstration of Gnome 
sort, Insertion sort and Quicksort on mobile platforms was 
done [11]. 

Objective of the Study
To visualize the performances (data size versus run time in 
seconds) of Gnome sort in the worst case implemented using 
R in three (3) different personal computers.

To perform the visual comparisons of all the three (3) perfor-
mances (data size versus run time in seconds) of Gnome sort 
in the worst case implemented using R in three (3) different 
personal computers with quadratic curves.

Methodology
The Gnome sort algorithm was implemented using R pro-
gramming language. We had run the algorithm on three (3) 
different personal computers in the worst case for data size 
one hundred (100) to data size two thousand (2000) with an 
interval of one hundred (100) and on each machine for each 
data size, ten (10) observations were recorded. On each ma-
chine, for each data size (data size one hundred (100) to data 
size two thousand (2000) with an interval of one hundred 
(100)) we had calculated the average run time in seconds. As 
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a result, we had generated three (3) different datasets named 
D1 (for Machine1), D2 (for Machine2) & D3 (for Machine3), 
one each for each of the personal computers under study. The 
scatter plots were generated for each of these three (3) data-
sets where ‘data size’ was considered as x axis, ‘average run 
time in seconds’ was considered as y axis and further to this, 
for meeting the second objective of the present study, we had 
taken the highest point as the starting point in each cases and 
drawn the quadratic curve from that point for each of these 
three (3) cases to perform the visual comparison. After per-
forming the visual comparisons using these quadratic curves, 
we had also drawn trend lines to these data sets for the final 
visualizations of the said performances.

The hardware configurations of the three (3) personal com-
puters are given below:

For Machine 1 (Desktop): Intel(R) Core 2 Duo CPU, E7500 
@2.99 GHz, 2 GB of RAM

For Machine 2 (Laptop): Intel(R) Core i5-6200U CPU 
@2.30 GHz, 8 GB of RAM

For Machine 3 (Laptop): Intel(R) Core i7-4702MQ CPU 
@2.20 GHz, 8 GB of RAM

Data Analysis, Findings & Visualizations:
The performances (data size versus average run time in sec-
onds) of Gnome sort in the worst case implemented using R 
in three (3) different personal computers are shown in the 
following scatter plots:

Figure 1: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 1.

Figure 2: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 2.

Figure 3: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 3.

The performances (data size versus average run time in sec-
onds) of Gnome sort in the worst case implemented using R 
in all the three (3) cases are shown using a single scatter plot 
in the following figure:

Figure 4: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 1, Machine 2 and Machine 3.

In the scatter plot (Figure 4) the black circles represent the 
performance of Machine 1, the red circles represent the per-
formance of Machine 2 and the ‘x’ sign represent the perfor-
mance of Machine 3.

The scatter plots of the performances (data size versus aver-
age run time in seconds) in all the three (3) cases along with 
the quadratic curves which are obtained by taking the highest 
points as the starting points in each of the three (3) cases are 
shown in the following figures:
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Figure 5: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 1 along with the quadratic curve 
obtained by taking the highest points as the starting point.

Figure 6: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 2 along with the quadratic curve 
obtained by taking the highest points as the starting point.

Figure 7: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 2 along with the quadratic curve 
obtained by taking the highest points as the starting point.

The scatter plots of the performances (data size versus aver-
age run time in seconds) in all the three (3) cases along with 
the quadratic trend lines are shown in the following figures:

Figure 8: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 1 along with quadratic trend line.

Figure 9: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 2 along with quadratic trend line.

Figure 10: Scatter plot of the performances of Gnome sort in 
the worst case of Machine 3 along with quadratic trend line.
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DISCUSSION

All the scatter plots in the study are drawn by taking ‘Data 
Size’ as the x axis and ‘Average run time in seconds’ as the 
y axis. We observe that though for all the three (3) personal 
computers under study, the quadratic curves (drawn by con-
sidering the highest data point as the starting point in each 
case) do not pass through all the data points (as evident from 
Figure 5, Figure 6 & Figure 7) but they provide us enough 
visual hint for exploring the quadratic trend lines in all the 
three (3) cases. Next, when we have examined the cases us-
ing quadratic trend lines, then it has been observed that the 
quadratic curve in each case passes through most of data 
points of the respective case (as evident from Figure 8, Fig-
ure 9 & Figure 10). We have also observed that the Machine 
1 is taking more run time than the other two (2) personal 
computers (Machine 2 & Machine 3). At the same time we 
have also observed that the patterns in all the cases are al-
most similar.

CONCLUSION

From Figure 1, Figure 2 and Figure 3, we have observed that 
the performances of Gnome sort in the worst case imple-
mented using R in all the three (3) cases are showing similar 
pattern. It is also clearly visible from the scatter plot (Figure 
4) that with the increase in the data size the first personal 
computer (Machine 1) is taking more run time in respect to 
the others (Machine 2 & Machine 3). From Figure 5, Figure 6 
and Figure 7, we may conclude that the natures of the perfor-
mances of all the three (3) cases are very close to quadratic 
pattern. Taking clue from these we have drawn quadratic 
trend lines for each of these three (3) cases which are shown 
in the Figure 8, Figure 9 and Figure 10. From these three (3) 
figures (Figure 8, Figure 9 and Figure 10) we have observed 
that in each of these three (3) cases the quadratic trend lines 
passes through almost all the data points and we may safely 
conclude that in each of these three (3) cases the performanc-
es are following quadratic pattern. The present study is con-
ducted on three (3) personal computers only. In all the three 
(3) cases, the experiments are carried out from data size one 
hundred (100) to data size two thousand (2000) and there-
fore our findings are limited to this study only. It may also 
be noted that in this study, we have tried (i) to visualize the 
performances of the Gnome sort in the worst case in three 
(3) personal computers (having different hardware configu-
rations) & (ii) to compare the performance of the Gnome sort 
in the worst case with quadratic curves in order to identify 
the pattern of the performance of Gnome sort in the worst 
case and have not tried to find out the best curve which pass-
es through the data points in each case. Identification of the 
best curve which passes through the data points in each cases 
and discovering the pattern of the performance beyond the 
experimented range will be our future scope of work.
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