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Abstract— Fast and automatic identification and analysis of 

different bio-medical signals is of growing importance 

nowadays. This necessitates the application of different 

computer aided diagnosis methods to interpret, distinguish and 

analyze various signals and images. In this paper, we have 

proposed a novel method to identify the Epilepsy from EEG 

signals. RBF Kernel based Support Vector Machine (SVM) is 

employed for automatic classification of normal (with closed 

eyes) and epilepsy patients from their Electroencephalography 

or EEG signals. Six features are extracted from EEG signals 

using cross-wavelet transform. Cross-wavelet Transform has 

not been used before for EEG signal classification .These 

features are used to train SVM performing binary 

classification. The average accuracy of SVM based binary 

classifier is obtained as high as 84.90% in 10-fold cross- 

validation.  

 
Keywords—EEG signal, Cross-wavelet, Cross-wavelet Spectrum, 

Support Vector Machine.  

 

 I. INTRODUCTION  

EEG or Electroencephalography is an aperiodic time vs 

amplitude plot in which the information regarding the activity 

of the cerebral cortex nerve  is obtained as a signal [1] . It is 

nothing but a monitoring method of brain signal. EEG has 

wide applications in diagnosis of different diseases. Epilepsy 

diagnosis is one of these applications . Although the actual 

cause of epileptic seizure is not an unique one but nevertheless 

it can be said that sudden and random seizure discharge of 

various brain neurons that temporarily hampers functions of 

the brain may lead to it. Globally there are 2.4 million new 

cases of epilepsy each year. Generally chance of occurrence of 

epilepsy is quite unpredictable, so the neuroscientists has 

considered the EEG signals as the most useful and easy way of  

studying brain’s electrical responses. Epilepsy monitoring is 

done to distinguish epileptic seizures from different types of 

disorders and seizures, hence to classify the seizure types and 

find out whether an individual is epileptic or not. It may also 

be used to reach some other useful conclusions too. Earlier 

inspection and analysis of different EEG behaviors were 

purely based on human visualization. But it has been found 

that human observation is quite often very much error-prone 

and incapable for minute and close observations. So this 

evolves the need of computer aided automated tools in bio-

medical signal processing [2]. Here we have used 

Crosswavelet Transform for feature extraction from EEG 

signals . Crosswavelet Transform has been used before for 

different biomedical applications but it has not been 

implemented for analysis of EEG signals. This method has 

some definite advantages over other methods as this method 

preserves temporal locality and it reveals localized similarities 

in time and scale of a signal.[3] 

EEG signals can be interpreted by spectral analysis. Nowadays 

Artificial Neural Network is becoming popular for its superior 

performance than the spectral analysis for analysis of EEG 

signals [4]. Artificial Neural Networks can make decisions 

regarding different classes very effectively. Neural Networks 

work effectively in the field of different biological and 

medical applications, but now Support Vector Machine 

(SVM) is becoming popular in the various fields of signal 

processing, machine learning and pattern recognition. In many 

times SVM achieves higher accuracy for a particular problem 

than other classifiers. 

A brief of the topics on which the different sections are 

concerned is given as follows. In section II information about 

EEG datasets used in our work is given. Section III depicts the 

method and the algorithm which we used in our work. Section 

IV gives an idea of cross-wavelet transform of two time 

domain signals. Section V presents the extraction of various 

features from the cross-wavelet transform. Section VI deals 

with the idea of support vector machine and how it works. 

Performance of the classifier scheme is shown in section VII. 

Section VIII describes the results obtained in this work and 

future research scope using EEG signal. 

 

II. EEG DATA COLLECTION 

We have used a publicly available EEG time series database 

[5]. All the signals which have been used are taken from a pre 

amplifier system having 128-channel. The data was digitalized 

with 12 bit resolution with a sampling rate of 173.61 samples 

per second. The database contains 5 sets of EEG signals which 

have been named as Set-A, Set-B, Set-C, Set-D and Set-E. 

Each of them has different significance [6]. Each of the dataset 

has EEG signals. All the signals have been taken from 100 

single channel. Set A and set B of the total dataset have been 
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taken from surface EEG recordings. Set A was for normal 

healthy patient with eyes open and set B was for normal 

healthy patients with eyes closed. For set C and D Signals 

were measured in seizure-free intervals from five patients. In 

the set C the signals were measured from the hippocampus 

formation of the opposite hemisphere of the brain .For set D it 

was in the epileptogenic zone. The last of the total dataset, set 

E has signals for seizure activity and these signals exhibit ictal 

activity.  

Several works have been already reported regarding the 

classification of set A and set E signals .None of the previous 

works have used cross-wavelet transform for analysis. In our 

work we have tried a new technique for detecting epilepsy 

using cross wavelet transform and RBF-Kernel based SVM 

classifier . We have  tested the result upon set B and set E. 

Different type of EEG signals are shown in Fig 1.X axis is 

time(in Seconds) and Y axis is amplitude(in V)  

 

 

 

 

 

 

 

 

 

 

 

 III. PROPOSED METHODOLOGY 

III. PROPOSED METHODOLOGY 

In this work, we have used a fresh idea of feature extraction 

and classification. The flowchart of the procedure and steps 

followed is shown in Fig 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2: Flowchart of the proposed scheme 

 

IV. CROSS-WAVELET TRANSFORM 

Wavelet analysis is an important tool nowadays for analyzing 

different signals [7]. It gives the measure of similarity between 

two different signals in three dimensions. It is basically the 

extended version of wavelet analysis which we usually see. 

The cross wavelet transform of two time domain signals x1(t) 

and x2(t) are given by: 

𝑊𝑥1𝑥2(𝑠, 𝑡) =
1
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Here 𝑊𝑥1(𝑠, 𝑡) is the wavelet transform of x1(t) and 𝑊𝑥2(𝑠, 𝑡) 

is the wavelet transform of x2(t). Both the transform are with 

respect to same mother wavelet, s and t are the default 

parameters commonly termed as dilation and translation 

parameters. In our work, Morlet mother wavelet is used for 

both the signals. However, other different mother wavelet can 

also be used. Here 𝐶𝜑  is a constant  

We used a publicly available MATLAB package to compute 

cross-wavelet transform of the signals [8] .We have taken the 

first signal of the set B dataset as a reference signal and 

crossed the wavelet transform of this signal with the wavelet 

transform with all other signals. In fig 3, the sample cross-

wavelet spectrum is shown. 

V. FEATURE EXTRACTION 

Extraction of features is a very critical and determining step of 

the different classification projects. Here we have chosen few 

features among a variety of features available according to our 

needs. Accuracy of a particular problem largely depends on 

the selection of features. Feature extraction has been carried 

out using the feature stated in the literature [9,10]. After 

applying cross wavelet transform we a taken a six feature 

vector matrix (A1-A6) from the resulting cross-wavelet 

transform matrices.. All the features are described below: 

 

𝐴1:  
∑ ∑ 𝑎𝑏𝑠(𝑋𝑡

𝑖=1
𝑠
𝑖=1 (𝑖,𝑗))

𝑀𝑎𝑥
 

𝐴2: Median Value of 𝑋 

𝐴3: Maximum value of 𝑖 for which 𝑋(𝑖, 1)  is maximum  

𝐴4: Real Part of 𝑋(1,1) 

𝐴5: Moment Measure of Skewness 

𝐴6: Pearson’s 2nd Measure of Skewness 

EEG Data Collection 

Selection of Reference Signal  

Cross-Wavelet Transform of all the 

signals with the reference signal 

Feature Extraction from the cross-

wavelet Coefficient Matrix 

Classification using RBF Kernel 

based SVM 

 
Fig 1:  Different EEG signals 

 

  
Fig 3:  Cross-wavelet Spectrum of two signals from the dataset 

B  
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Here 𝑋 is the cross-wavelet coefficient matrix,  𝑠 and 𝑡 are 

respectively number of rows and columns in matrix𝑋.  

 

VI. SUPPORT VECTOR MACHINE 

Although the concept of SVM came up as early as late 70s 

[11], it was firmly established in 1995 by Cortes and Vapnik. 

The basic problem that drove the development of SVM was 

the idea of striking a right balance between the classifier’s 

training performance on a finite amount of training dataset and 

its generalization ability [12]. SVM is a supervised classifier 

whose primary aim to solve a binary classification problem by 

formulating the learning problem as a quadratic optimization 

problem which has no local minimum and has global optimum 

[13]. The main advantage of the problem lies in the fact that it 

scales with the training set size rather than the feature space 

dimension [14]. SVM classifies two-class data by creating an 

Optimal Separating Hyperplane (OSH) using the Structural 

Risk Minimization (SRM) principle [15]. For a linearly 

separable training dataset there can possibly be infinite many 

separating hyperplane that will accurately separate the training 

dataset. The optimal separating hyperplane in this case is the 

one that correctly classify all the training set vectors and the 

distance between the hyperplane and the closest vector is 

maximum[16]. The optimality condition of the separating 

hyperplane ensures that SVM generalizes well. Fig 4 

illustrates how an hyperplane optimally separates two linearly 

separable classes .X axis represents feature 1 and Y axis 

represents feature 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Let us assume a linearly separable training dataset 

{(𝑥𝑖 , 𝑦𝑖)}[𝑖 =  1 𝑡𝑜 𝑛] where 𝑥𝑖  are the n-dimensional feature 

vectors and Yi are the target/class variables corresponding to 

them. The Features vectors having corresponding target output 

y=1 belongs to the positive class and those having 

corresponding target output y = -1 belongs to the negative 

class. The decision hyperplane can be represented as: 

                            𝑊. 𝑥 +  𝑏 =  0                                  (2) 
such that: 

                           𝑊. 𝑥𝑖 +  𝑏 ≥  1 𝑓𝑜𝑟 𝑦𝑖 =  1               (3) 
                    and 𝑊. 𝑥𝑖  +  𝑏 ≤  −1 𝑓𝑜𝑟 𝑦𝑖  =  −1       (4) 

 
This can be generalized as: 

 

                           𝑦𝑖 ∗ (𝑊. 𝑥𝑖 +  𝑏)  ≥  1 ∀ 𝑖                  (5) 
 

The optimal separating hyperplane is defined as the one that 

maximizes the distance between projections of the training 

vectors of the two different classes. The distance ρ can be 

expressed as a function of hyperplane parameters W and b as: 

 

             𝜌(W, b) =  min[𝑥:𝑦=1]
X.W

|W|
−  max[𝑥:𝑦=−1]

X.W

|W|
  

                                 =   
2

|𝑊|
                                                    (6) 

 

As the OSH is to maximize ρ for a given set of training data, 

we can define the hyperplane to be Optimal hyperplane for 

which 
1

2
|W|2 is minimized. So, the optimization problem for 

SVM in case of linearly separable training dataset can be 

expressed as: 

                     Minimize ɸ(W) =  
1

2
|W|2                                (7) 

                    Subject to 𝑦𝑖 ∗ (𝑊. 𝑥𝑖  +  𝑏)  ≥  1 ∀ 𝑖                (8) 
However most of the practical problems encountered are not 

linearly-separable. In such cases, one would like to separate 

the training case with minimal no. of errors. To express this 

mathematically, some non-negative variables ξi > 0 is used. 

We can now minimize the function: 

                                       ɸ(𝜉) =  ∑ 𝜉𝛼𝑛
𝑖=1                               (9) 

Subject to constraints 

                         𝑦𝑖 ∗ (𝑊. 𝑥𝑖 +  𝑏)  ≥  1 −  𝜉𝑖   ∀ 𝑖                (10) 
                                         𝜉𝑖  ≥  0 ∀ 𝑖                                  (11) 
 

The function ∑ 𝜉𝛼𝑛
𝑖=1  represents the number of training errors 

for sufficiently small α. Hence, minimizing it results into 

minimization of training errors [17]. So, for non-linearly 

separable cases we obtain the soft-margin hyperplane by 

minimizing the functional                        

             ɸ(𝑊, 𝜉) =  
1

2
|W|2 +  C(∑ 𝜉𝛼𝑛

𝑖=1 )𝑘   , 𝑘 > 1           (12) 

 

Subject to constraints 

                          𝑦𝑖 ∗ (𝑊. 𝑥𝑖  +  𝑏)  ≥  1 −  𝜉𝑖   ∀ 𝑖               (13) 

                                         𝜉𝑖   ≥  0 ∀ 𝑖                                  (14) 
  

In case of constructing a polynomial of degree K in an n-

dimensional input space, one has to construct an 𝑛𝑘 

dimensional feature space and then construct the hyperplane in 

it[18]. This results in very high computational cost. However, 

It was proven in 1992 [19], that if we take dot product or some 

other distance measure of the support vector and the input 

vectors in input space and then use some nonlinear 

transformation(Kernel functions) to project that into feature 

space, the hyperplane construction works properly at 

reasonable computational cost. Some popular Kernel functions 

are RBF kernel, linear kernel, polynomial kernel etc.  

 

VII. Results 

We here use RBF kernel and use Grid Search to obtain 

optimized value for Kernel Parameters C and γ. The RBF 

kernel can be expressed as: 

                                  𝐾(𝑥, 𝑥′) =  𝑒
−

|𝑋−𝑋′|2

−2𝜎2                           (15) 

 

RBF kernel projects the input vectors to an infinite 

dimensional feature space where they can be classified by 

linear hyperplane. We use exponentially growing values of C 

and γ to execute the grid search to find the best parameters for 

training. It has been found that this is a practical method to 

find good parameters [20].  

We have used 10-fold Cross Validation to obtain a measure of 

accuracy of the classification. In modern day, although we are 

 
Fig 4: How a hyperplane optimally separates two linearly separable 

classes 
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capable of computing up to several folds but here the ten-fold 

stratified cross validation is perhaps the best method for real 

world datasets [21]. We run the Grid Search for 20 times and 

obtain the average accuracy to deal with the randomness due 

to random allocation of dataset in 10-fold cross validation. We 

obtain the maximum value of accuracy 84.90% at the 

parameter values C = 1 and γ = 2^2.1. Table 1 shows 

classification accuracy of our proposed classifier for different 

C and γ. All the accuracies are for test case. 

 

Classification Accuracy (%) 

C 
γ 

2^2 2^2.1 2^2.2 

1 84.82 84.90 84.42 

2^0.5 84.42 84.55 84.40 

2^1 84.10 84.02 83.72 

2^1.5 84.35 84.35 83.92 

2^2 83.92 84.20 84.15 

2^2.5 83.22 83.99 84.50 

2^3 82.64 82.86 83.67 

2^3.5 81.93 82.16 82.71 

2^4 81.38 81.28 81.66 

2^4.5 81.51 81.46 81.18 

2^5 81.63 81.26 81.16 

2^5.5 81.08 81.11 81.18 

2^6 80.88 80.75 80.90 

2^6.5 79.92 80.55 80.48 

2^7 80.05 79.72 80.05 

2^7.5 80.35 79.72 79.52 

2^8 80.48 80.25 79.47 

2^8.5 80.43 80.43 80.10 

2^9 80.50 80.25 80.23 

2^9.5 80.50 80.43 80.43 

2^10.5 80.50 80.43 80.38 

2^11 80.50 80.43 80.38 

2^11.5 80.50 80.43 80.38 

2^12 80.50 80.43 80.38 

2^12.5 80.50 80.43 80.38 

2^13 80.50 80.43 80.38 
Table1. Classification Accuracy of the classifier 

VIII. CONCLUSION AND FUTURE WORK 

Crosswavelet Transform has not been used before for the 

classification of epilepsy from EEG signals.Through our work 

we have attempted to develop a general purpose scheme by 

cross-wavelet transform method in order to find whether the 

person is suffering from epilepsy or not. The scheme can be 

further used to classify all the sets and hence develop a general 

purpose scheme using this method. In order to diagnose 

epilepsy, the EEG report of the individual along with some 

additional clinical information has to be gathered thereby 

proving it to be not an easy task indeed. Hence this type of 

classifier can be very helpful for taking decisions of whether a 

person is epileptic or not. Using the steps shown in section 3 

we have achieved accuracy as high as 84.90%. To the best of 

our knowledge none of the literature reported so far, the 

classification of EEG signals using dataset B and E has 

attained this level of accuracy. Future work can be done by 

classifying all the 5 sets of the dataset instead of binary 

classification. 
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